Annales Universitatis Paedagogicae Cracoviensis 410

Studia ad Bibliothecarum Scientiam Pertinentia 23 = 2025
ISSN 2081-1861
DOI 10.24917/20811861.23.23

Veslava Osinska
Uniwersytet Mikotaja Kopernika w Toruniu
ORCID: 0000-0002-1306-7832

Weronika Kortas
Uniwersytet Mikotaja Kopernika w Toruniu
ORCID: 0000-0002-4276-7651

Adam Szalach
Akademia Kultury Spotecznej i Medialnej w Toruniu
ORCID: 0000-0001-8040-001X

Percepcja obrazow generowanych przez sztuczng
inteligencje: w strone zrozumienia odbiorcy

Wstep

Zdaniem ekspertéw w dziedzinie sztucznej inteligencji, jednym z najbar-
dziej obiecujgcych i spektakularnych osiggniec ostatniej dekady sg sieci
GAN (Generative Adversarial Networks), czyli generatywne sieci wspélza-
wodniczace. Mechanizm GAN wykorzystuje dwie niezalezne sieci: gene-
rator i dyskryminator, ktére ze sobg wspdtzawodniczg: pierwszy prébuje
oszukad drugi, falszujgc rzeczywiste obrazy, a drugi weryfikuje je na pod-
stawie prawdziwych danych. Obie sieci ze sobg rywalizuja, jednak pojedy-
nek wygrywa jedna z nich, generujac obrazy maksymalnie zblizone do rze-
czywistych. Koncepcja ta zostala wymyslona przez Iana Goodfellowa i jego
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wspolpracownikéw!. Od tego momentu problematyka sieci neuronowych
w zakresie rozpoznawania i klasyfikacji obrazéw poszerzyla sie o zagad-
nienie tworzenia realistycznej grafiki.

Trenowany systematycznie model GAN uzyskal spektakularne wyni-
ki. Dzieki zasilaniu duzymi zbiorami danych (takimi jak obrazy) dostepny-
mi w Internecie oraz zastosowaniu mechanizmu rywalizacji, generowane
przez nie efekty sg niezwykle realistyczne. Sieci GAN znajduja zastoso-
wanie w wielu dziedzinach, wykorzystujac zdolnos¢ do realistycznego
generowania danych. Przykladem jest aplikacja FaceApp, umozliwiajgca
modyfikacje zdjeé, m.in. poprzez odmladzanie, postarzanie twarzy czy
zmiane cech wygladu. Technologia ta wspiera réwniez projektowanie
wnetrz, pozwalajgc na testowanie réznych aranzacji w czasie rzeczywi-
stym przy uzyciu smartfona. GAN-y wykorzystywane sg takze jako szyb-
kie i ekonomiczne narzedzie w organizacji sesji zdjeciowych, zastepujac
potrzebe angazowania modeli. W obszarze naukowym stuzg m.in. do roz-
poznawania tekstu oraz tworzenia modeli 3D maszyn i urzadzen, a takze
znajdujg zastosowanie w obrazowaniu medycznym. Obiecujagcym kierun-
kiem ich rozwoju pozostaje generowanie utworéw muzycznych i materia-
léw filmowych.

W ostatnich latach obserwujemy niezwykly rozwdj technologii GAN
widoczny w poprawie fotorealizmu generowanych obrazdw? Algorytm
jest w stanie wytworzy¢ wysokiej rozdzielczosci obrazy twarzy i ciala
czlowieka, koty i psy, samochody i inne kategorie obiektéw, ktérych nie-
wprawne oko nie jest w stanie odréznic¢ od prawdziwych zdjel. Na stronie
ThisPersonDoesNotExist.com, po kazdym odswiezeniu strony, odwiedza-
jacy zobaczg wizerunek ludzkiej twarzy ostroscia nie ustepujacy zdjeciom
wykonywanym nowoczesnym aparatem cyfrowym. Te twarze wygladajg
niezwykle realistycznie: rysy twarzy, faktura skéry, wlosy, a nawet defekty
skory (np. pory sa wyrazne). Oczy i wyraz twarzy, wygladajace bardzo reali-
stycznie, utrudniajg ich odréznienie od prawdziwych postaci.

W mediach spotecznosciowych powstaje sporo zamieszania wokét
hiperrealistycznych obrazéw ukazujgcych znane postacie i dotyczacych
biezacych wydarzen. Takie aplikacje jak Midjourney, DALL-E, Stable

! L.J. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley, S. Ozair,
A. Courville, Y. Bengio, Generative Adversarial Networks, [w:] Advances in Neural Informa-
tion Processing Systems, 2014, vol. 2, https://doi.org/10.48550/arXiv.1406.2661.

2 T. Karrasi, T. Aila, S. Laine, J. Lehtinen, Progressive growing of GANs for im-
proved quality, stability, and variation, [w:] International Conference on Learning Rep-
resentations, 2018, [on-line:] https://www.researchgate.net/publication/320707565 -
18.11.2025; J. Xiang, On generated artistic styles: Image generation experiments with GAN
algorithms, ,Visual Informatics” 2023, vol. 7, issue 4, s. 36-40, https://doi.org/10.1016/].
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Diffusion, Craiyon pozwalajg na wygenerowanie takich zdje¢ przy uzyciu
stéw kluczowych, tzw. promptéw. W sieci pojawia sie coraz wiecej porad-
nikéw zawierajgcych wskazdwki, jak rozpoznad obrazy generowane przez
sztuczng inteligencje i odrdznié je od fotografii rzeczywistych (okresla-
nych dalej jako artefakty). W odpowiedzi na to wyzwanie opracowywane sg
réwniez specjalistyczne detektory, dostepne online, ktdre automatycznie
analizujg i identyfikujg generowane obrazy. Przykladem takiego narzedzia
jest ,Al or NOT"3,

W badaniach dotyczacych relacji miedzy czlowiekiem a sztuczng
inteligencjg, czesto analizuje sie percepcje i zdolnosci do rozrdézniania
obrazéw generowanych przez SI (sztuczng inteligencije) od zdjeé rzeczy-
wistych. Material badawczy jest katygoryzowany, m.in. uczestnicy mie-
rzg sie z rozpoznawaniem autorstwa (cztowiek lub SI) zdje¢ samochoddw,
krajobrazéw, budynkéw oraz pomieszczen, np. sypialni.

Podejmujgc prébe identyfikacji i nazwania typdw artefaktow wyste-
pujgcych na obrazach generowanych przez SI, autorzy skorzystali z aktu-
alnej literatury przedmiotu®, a takze z materialéw internetowych i porad-
nikéw przygotowanych przez i dla fact-checkeréw oraz grafikéw®.

W celu usystematyzowania typéw artefaktdw wystepujgcych w obra-
zach generowanych przez sztuczng inteligencje postuzylismy sie innym
obiecujagcym modelem AI - GPT-4, zaimplementowanym w narzedziu
ChatGPT. Model ten kompiluje aktualnie dostepna wiedze internetowsa
w danym zakresie tematycznym. Na pytanie: ,Po czym rozpoznajemy ob-
razy wygenerowane za pomocg SI?” odpowiedzial: ,, Rozpoznawanie ob-
razéw wygenerowanych za pomocg algorytméw sztucznej inteligencji
moze by¢ trudne, poniewaz te obrazy sa tworzone przez komputerowe
modele, ktdre uczg sie na podstawie danych i niekoniecznie odzwiercie-
dlajg rzeczywistosé. Jednak istnieja pewne cechy i techniki, ktére mozna

3 Al or Not - Al Detection for Truth Seekers, [on-line:] https://www.aiornot.com -
14.11.2025.

* N. Khanna, G.T.C. Chiu, J.P. Allebach, E.J. Delp, Forensic techniques for classi-
fying scanner, computer generated and digital camera images, [w:] IEEE. International Con-
ference on Acoustics, Speech and Signal Processing, IEEE, 2008, https://doi.org/10.1109/
ICASSP.2008.4517944.

5 N. Kamali, K. Nakamura, A. Chatzimparmpas, J. Hullman, M. Groh, How to
Distinguish AI-Generated Images from Authentic Photographs, Northwestern University
2024, https://doi.org/10.48550/arXiv.2406.08651; D.M. Patel, Artificial Intelligence & Gen-
erative Al for Beginners: The Complete Guide (Generative AI & Chat GPT Mastery Series),
Independently published, 2023.

¢ J. Jacques, How to Identify Al-generated and Fake Images, 2023, [on-line:] https://
jacquesjulien.com/identify-fake-images/ - 10.06.2025; How to spot Al-generated imag-
es, Techoist,, 24.01.2013, [on-line:] https://www.youtube.com/watch?v=zqRcjbft3zg -
16.05.2025.


https://www.aiornot.com
https://jacquesjulien.com/identify-fake-images/
https://jacquesjulien.com/identify-fake-images/
https://www.youtube.com/watch?v=zqRcjbft3zg

[492] Veslava Osiniska, Weronika Kortas, Adam Szalach

wykorzystaé do préby rozpoznania takich obrazéw”, a nastepnie wylisto-
wal kilka z nich:

1. Niespdjnosé lub nierealno$é: Obrazy generowane przez SI moga czesto
zawieraé niespéjne lub nierealne elementy. Na przyklad, mogg zawierad
surrealistyczne sceny, niemozliwe perspektywy lub nietypowe potgczenia
przedmiotdw.

2. Brak szczegétdw lub szczegdly nadmiernie dopracowane: Obrazy SI
mogg zawieraé brakujgce szczegély, ktdre zwykle wystepujg w naturalnych
zdjeciach, lub nadmiernie dopracowane szczegdly, ktdre wydajg sie niepro-
porcjonalne do reszty obrazu.

3. Powtarzalnos¢ lub symetria: Niektdre algorytmy SI mogg wykazywad po-
wtarzalno$¢ lub symetrie w swoich obrazach, co jest mniej typowe dla natu-
ralnych scen.

4. Bledy generatywne: Algorytmy SI czasami popelniajg bledy generatyw-
ne, ktére mogg objawiac sie jako artefakty lub nieprawidtowosci w obrazie.
Moga to by¢ np. znieksztalcenia, smugi, pekniecia lub inne nieoczekiwane
efekty wizualne.

5. Analiza metadanych: mozna réwniez sprébowac przeanalizowaé metada-
ne obrazu, takie jak data utworzenia, autor lub Zrédto. Obrazy SI moga nie
miec realnych metadanych lub zawierad informacje, ktére sugeruja ich auto-
matyczne generowanie.

6. Uzycie narzedzi do rozpoznawania obrazdw, takich jak algorytmy analizy
tresci, aby ocenic¢ zawarto$¢ i charakter obrazu. Jednak te narzedzia mogg
by¢ ograniczone, jesli obraz jest unikalny lub trudny do sklasyfikowania.
Ekspertyza ludzka: W niektérych przypadkach trudno jest doktadnie stwier-
dzié, czy obraz zostal wygenerowany przez SI, dlatego ekspertyza ludzka
moze by¢ konieczna do dokladnej oceny’.

Cele i pytania badawcze

Badanie przedstawione w niniejszym artykule stanowi pierwszg czesé
serii eksperymentéw majgcych na celu ocene zdolnosci uczestnikéw do
rozrézniania obrazéw autentycznych od generowanych przez sztuczng in-
teligencje oraz analize czynnikéw wplywajgcych na rozpoznawalnosé ob-
razéw sztucznych o réznorodnej tematyce. Do realizacji zalozen badaw-
czych zastosowano technike eye-tracking (ET) czyli sledzenia ruchu gatek
ocznych. Ludzkie oko wykonuje 3-4 ruchy na sekunde (sakkady), a uwaga
wzrokowa przemieszcza sie miedzy elementami otoczenia, zwykle poza

7 OpenAl, ChatGPT (wersja GPT-4) [Model jezykowy], 2025, [on-line:] https://chat.
openai.com/ - 16.05.2025.
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swiadomoscig. Eyetracking to metoda badawcza, ktéra §ledzi ruchy oczu

i punkty skupienia wzroku (fiksacje), pozwalajac analizowa¢ to, jak po-

strzegamy bodZce wizualne®.

Jako pierwsze w planowanym cyklu, badanie to pelni réwniez funk-
cje pilotazows, pozwalajgca na weryfikacje i dopracowanie proponowanej
metodologii. Grupe badawczg stanowita préba studentéw pochodzenia
polskiego. Sformulowano wiec nastepujgce pytania badawcze:

+ W jaki sposéb uzytkownicy rozpoznajg obrazy wygenerowane przez
SIijakie czynniki maja na to decydujacy wplyw?

+  Czy wstepna wiedza uczestnikéw o mozliwosciach generatywnych
algorytmdéw wplywa na ich zdolnosé do rozrézniania obrazéw SI od
fotografii?

+  Czy rdznice w poziomie wiedzy na temat generowanych obrazéw SI
przekladajg sie na rozpoznawalno$é tych obrazéw przez badanych?

+  Czy analiza ruchu gatek ocznych (eye-tracking) dostarcza dodatko-
wych informacji, ktére poszerzaja obserwacje pltynace z ankiet i przy-
czyniajg sie do wnioskowania w zakresie rozpoznawalnosci sztucz-
nych obrazéw?

+  Czy wskazéwki generowane przez SI (np. ChatGPT) dotyczgce per-
cepcji obrazéw odpowiadajg rzeczywistemu sposobowi, w jaki ludzie
postrzegajg obrazy SI, czy tez istniejg miedzy nimi istotne réznice?

+  Czy ludzie interpretujg obrazy SI w sposéb zgodny z regutami
Justalanymi” przez algorytmy, czy tez tworzg wlasne schematy
postrzegania?

Przeglad literatury przedmiotu

Jeszcze kilkadziesigt lat temu nie zastanawiano sie powszechnie, czy to, co
widzimy, istnieje naprawde. Przemiany zwigzane z erg cyfrowg sprawily,
ze zjawisko falszywych multimediéw stato sie coraz bardziej powszech-
ne. Technologie GAN generujace realistyczne obrazy, w tym twarze, rodzg
wyzwania zwigzane z identyfikacjg autentycznosci mediéw. Przykltadowo,
Facebook w 2019 r. poinformowal o tworzeniu falszywych kont z genero-
wanymi przez SI zdjeciami profilowymi®.

W ostatnich dekadach przeprowadzono liczne badania dotyczgce re-
lacji czlowieka ze sztuczng inteligencjg, w tym percepcji oraz zdolnosci

¢ D. Smotucha, Eye-tracking in Cultural Studies, , Perspektywy Kultury” 2019, t. 27,
nr 4, s. 169-183, https://doi.org/10.35765/pk.2019.2704.12.

° D. Fallis, The epistemic threat of deepfakes, ,Philosophy & Technology” 2021,
vol. 34, s. 623-643, https://doi.org/10.1007/s13347-020-00419-2.
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rozrézniania obrazéw generowanych komputerowo od rzeczywistych®.
Uczestnicy badania mieli za zadanie rozpoznawaé réznorodne obiekty,
takie jak samochody, krajobrazy, budynki czy wnetrza. W analizach staty-
stycznych wykorzystywano m.in. metody Bayesa, pozwalajace na okresle-
nie, czy zebrane dane wspieraja hipoteze alternatywng (istnienie efektu)
czy hipoteze zerows (jej brak).

Szczegdlne znaczenie w tym obszarze ma rozpoznawanie twarzy (ang.
Face Recognition, FR), ktére aktywuje wyspecjalizowane obszary mdzgu,
w tym wrzecionowaty obszar twarzowy (Fusiform Face Area, FFA). Neu-
ronalne mechanizmy FFA odpowiadajg za ekstrakcje cech ryséw twarzy
oraz ich ukladu przestrzennego, co umozliwia identyfikacje tozsamosci.
Badania z wykorzystaniem elektroencefalografii (EEG) wykazaly charak-
terystyczng aktywnosé mézgu podczas rozpoznawania twarzy'!, a analiza
aktywnosci neuronalnej pozwala na niezawodne dekodowanie twarzy ge-
nerowanych przez sztuczng inteligencje’®

W badaniach wykorzystywano rédwniez technike ET®. Co istotne,
twarze generowane przez SI czesto byly postrzegane jako bardziej wia-
rygodne niz ich prawdziwe odpowiedniki. Uczestnicy zwracali uwage na
,nieregularne zeby” czy ,asymetryczne oczy”, ktére badacze okreslili jako
artefakty charakterystyczne dla obrazéw syntetycznych. Poréwnujgc twa-
rze ludzkie z twarzami lalek, wykazano, ze te pierwsze wywolujg trwalsze
reakcje neuronalne.

10°S. Lyu, H. Farid, How realistic is photorealistic?, ,JEEE Transactions on Signal
Processing” 2005, vol. 53, issue 2, s. 845-850, https://doi.org/10.1109/TSP.2004.839896;
Y. Wang, P. Moulin, On discrimination between photorealistic and photographic images,
[w:] IEEE. International Conference on Acoustics, Speech and Signal Processing, IEEE, 2006,
https://doi.org/10.1109/ICASSP.2006.1660304; J.F. Lalonde, A.A. Efros, Using color com-
patibility for assessing image realism, [w:] IEEE. International Conference on Computer Vi-
sion, IEEE, 2007, https://doi.org/10.1109/ICCV.2007.4409107.

1 1.P. Tauscher, S. Castillo, S. Bossey, M. Magno, EEG-Based Analysis of the Im-
pact of Familiarity in the Perception of Deepfake Videos, [w:] IEEE. International Conference
on Image Processing (ICIP), IEEE, 2021, https://doi.org/10.1109/1C1P42928.2021.9506082;
E. Twardoch-Ras, Co widzq sieci neuronowe? Strategie widzenia maszynowego w projektach
artystycznych opartych na technikach rozpoznawania i analizy twarzy, ,Kultura Wspdlcze-
sna” 2023, nr 1 (121), https://doi.org/10.26112/kw.2023.121.03.

2 M.L. Moshel, A.K. Robinson, T.A. Carlson, T. Grootswagers, Are you for real?
Decoding realistic AI-generated faces from neural activity, ,Vision Research” 2022, vol. 199,
https://doi.org/10.1016/j.visres.2022.108079.

3 K. Holmgqvist, M. Nystrom, R. Andersson, R. Dewhurst, H. Jarodzka, J. van de
Weijer, Eye-tracking: a comprehensive guide to methods and measures, Oxford University
Press, 2015; R. Wawer, M. Wawer, Wykorzystanie nowoczesnych technik komputerowych
do pomiaru emocji na podstawie badania fotografii, ,Annales Universitatis Paedagogicae
Cracoviensis. Studia De Cultura” 2011, t. 2, s. 49-57, [on-line:] https://studiadecultura.
uken.krakow.pl/article/view/1572 - 22.11.2025.
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Wprowadzano tez czynniki motywacyjne, np. nagrody za poprawne
rozpoznanie obrazdw czy rywalizacje miedzy grupami. Inne badania ana-
lizowaly réznice w percepcji twarzy miedzy dzieémi a dorostymi - dzieci
czes$ciej skupialy wzrok na ustach robotéw (mechanicznych i humanoidal-
nych), dorosli natomiast koncentrowali sie na oczach'.

Przeprowadzenie badan

Eksperyment zostal przeprowadzony w specjalnie przygotowanym labora-
torium. W badaniu wykorzystano narzedzia: GazePoint GP3 HD Eye Trac-
ker 150 Hz, dedykowanego oprogramowania GazePoint Assistant oraz
aplikacje Ogama w wersji 5.1 do przygotowania projektu eksperymentu,
gromadzenia danych i podstawowej analizy wynikéw. Uzyto komputera
stacjonarnego z dwoma ekranami o przekatnej 27 cali (4K, 60Hz). Badacz
i respondent zajmowali przeciwlegle miejsca przy biurku, aby ograniczyc
kontakt wzrokowy. Odleglos¢ badanego od monitora oraz eye trackera wy-
nosita okoto 1,5 metra’. Aby zapobiec ewentualnemu rozproszeniu uwagi,
w laboratorium przebywali tylko prowadzgcy i badany?.

Ze wzgledu na wymogi aplikacyjne, badani poddawani byli podwdj-
nej dziesieciopunktowej kalibracji. Oprogramowanie uzyte w badaniu,
zsynchronizowane z urzgdzeniem GazePoint prezentuje wynik kalibra-
¢ji w punktach, gdzie nizsza warto$¢é oznacza doktadniejsza kalibracje.
Po licznych testach przeprowadzonych przed eksperymentem ustalono,
ze wartos¢ ponizej 100 punktéw jest prawidlowa dla dokladnego pomia-
ru (wartosci wieksze niz 2000 punktéw wystepowaly we wczesniejszych
eksperymentach oraz testach w przypadku znaczacych dysfunkeji wzroku,
stabego oswietlenia lub zaburzonego procesu kalibracji).

Na poczatku eksperymentu respondentom wyswietlano krétka in-
strukcje, przypominajacg o koniecznosci unikania zbednych ruchéw cia-
la, zwlaszcza poruszania glowa. Ekspozycja slajdu trwala 5 sekund. Przed
kazdym wyswietlonym obrazem wybranym do eksperymentu, przez 5 se-
kund pojawial sie czarny slajd z bialym punktem (50 x 50 pikseli), co miato
ulatwic rozpoczecie obserwacji kolejnego obrazu mniej wiecej z tego sa-
mego obszaru ekranu (tzw. slajd zerujacy). W tym czasie badacz zadawat

4 E. Park, K.J. Kim, A.P. del Pobil, Facial Recognition Patterns of Children and
Adults Looking at Robotic Faces, ,International Journal of Advanced Robotic Systems”
2012, vol. 9, issue 1, https://doi.org/10.5772/47836.

5 K. Holmgqvist, M. Nystrom, R. Andersson, R. Dewhurst, H. Jarodzka, J. van de
Weijer, dz. cyt.

6. A.T. Duchowski, Eye-tracking methodology, Springer, Berlin 2017.
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pytanie ,Czy obraz, ktdry zaraz zobaczysz jest prawdziwy czy wygenero-
wany przez sztuczng inteligencje?”

Po zakonczeniu badania ET, respondent proszony byl o wypelnienie
elektronicznej ankiety, zawierajgcej wszystkie zdjecia w wersji monochro-
matycznej i w innej kolejnosci niz w eksperymencie, w ktdrej mieli krétko
uzasadnié, dlaczego dany obraz uznali za prawdziwy lub wygenerowany
przez SI.

Przedmiot badan

W badaniu wykorzystano 11 (zob. Aneks) obrazéw z 4 kategorii: twarze,
koty, budynki i samochody. Podziatl ten wynikal z poziomu zaawansowania
algorytmdéw GAN, ktére generujg obrazy w wysokiej rozdzielczosci, cze-
sto trudne do odrdznienia od fotografii'’. Autorzy, majacy doswiadczenie

w pracy ze sztukg generatywng i dydaktyks, uznali taki wybdr za trafny.

Przyjeto nastepujace kryteria:

+  Twarze: Nowoczesne modele SI skutecznie tworzg realistyczne wize-
runki ludzi, przydatne w marketingu i projektowaniu bez naruszania
praw wizerunkowych. Jednoczesnie stanowig zagrozenie, m.in. jako
narzedzie manipulacji (deep fake’i).

+  Koty: SI ma trudnosci z realistycznym odwzorowaniem ztozonych
struktur, takich jak futro czy ruch zwierzat, co skutkuje artefaktami.

+  Budynki i samochody: Grafika komputerowa w grach i filmach bywa
trudna do odréznienia od rzeczywistosci. Dla os6b obeznanych z ta-
kimi wizualizacjami zadanie rozpoznania obrazu moze by¢ latwiej-
sze.

Kazda kategoria zawierala jedno zdjecie autentyczne i jedno lub dwa
wygenerowane. Zdjecia samochoddéw, budynkéw i kotéw wygenerowa-
no w serwisie PIXLR.com (na podstawie prostych hasel, np. ,,Audi, RS6,
gray”). Obrazy twarzy pochodzily z ThisPersonDoesNotExist.com. Au-
tentyczne zdjecia twarzy i budynkéw pobrano z kolekcji Google (Creative
Commons), zdjecie samochodu - ze strony racecars24.pl, a kota - z archi-
wum wlasnego.

Respondenci

W badaniu wzieto udziat 32 uczestnikéw: 8 kobiet i 24 mezczyzn, w wieku
18-35 lat (Srednia wieku 22,3; najmlodszy 19, najstarszy 33). Poziom wiedzy

7" A. Tsagaris, A. Pampoukkas, Create Stunning Al Art Using Craiyon, DALL-E and
Midjourney: A Guide to AI-Generated Art for Everyone Using Craiyon, DALL-E and Mi-
djourney, Independently published, 2022; S. Lyu, H. Farid, dz. cyt., s. 845-850.
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na temat obrazéw generowanych przez SI oceniono nastepujgco: 10 oséb -
podstawowy (brak praktyki w uzytkowaniu GAN), 21 - srednio zaawanso-
wany (sporadyczne generowanie grafik), 1 osoba - zaawansowany (czeste
uzytkowanie i poglebiona wiedza).

Wyniki badan
Rozpoznawalnosé

W trakcie przeprowadzanego eksperymentu uczestnikom zaprezen-
towano tgcznie 11 kolorowych obrazéw w przypadkowej kolejnosci, byly
to wizerunki: 3 twarzy, 3 kotéw, 3 samochoddéw i 2 budynkdw. Sposrdd
tego zbioru, 8 stanowily grafiki wygenerowane przez SI (oznaczone jako
false - F), natomiast 3 reprezentowaly autentyczne fotografie (true - T), byly
to: twarz, kot i samochdéd.

W ogdlnej analizie wynikdw, uczestnicy udzielili odpowiedzi F tacz-
nie 157 razy, co stanowi odchylenie od oczekiwanego wyniku na poziomie
99 razy. Jednoczesnie, odpowiedzi T zarejestrowano 86 razy, co réwniez
rozni sie od spodziewanej wartosci, ktéra wynosi 10 (tab. 1). W 3 przypad-
kach nie udzielono odpowiedzi na skutek niepewnosci badanych.

Tabela 1. Liczba rozpoznanych realnych i wygenerowanych fotografii

Rozpoznano Oczekiwano
T 86 96
F 157 256
Razem 243 352

Zrédlo: opracowanie wilasne.

Test niezaleznosci chi-kwadrat wykazal istotny statystycznie wplyw
rodzaju fotografii (sztuczna czy prawdziwa) na rozpoznawalnosc (p < 0,035,
a = 0,05). W identyfikacji autentycznych zdjeé pomylono sie 10 razy na 96
odpowiedzi (10%), a w przypadku wygenerowanych grafik bledne odpo-
wiedzi stanowily ponad jedng trzecia: 99 na 256 odpowiedzi (39%), co ilu-
struje tabela 1.

W analizie danych dotyczacych identyfikacji autentycznosci ob-
razéw przez rozne plcie (tab. 2) stwierdzono za pomocg testu Chi-kwa-
drat, ze pleé¢ nie ma wplywu na rozpoznawalnosé: dla obrazdw realnych
i sztucznych p = 0,657 oraz p = 0,476 odpowiednio dla poziomu istotnosci
a=0,05.
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Tabela 2. Liczba rozpoznanych realnych i wygenerowanych fotografii przez kobie-

ty i mezczyzn

Veslava Osiriska, Weronika Kortas, Adam Szalach

Rozpoznano Oczekiwano
K M K M
T 19 67 24 75
F 43 114 64 200
Razem 62 181 88 275

Zrdédlo: opracowanie wilasne.

Jak juz wspomniano, 10 z badanych osdb okreslito swéj poziom wie-
dzy na temat obrazdéw generowanych przez SI jako podstawowy, 21 jako
§rednio-zaawansowany i jedna jako zaawansowany, ktdérg ostatecznie
przypisano do grupy sredniej. Sprawdzono zaleznos¢ rozpoznawalnosci
obrazéw od poziomu wiedzy wstepnej i réwniez w tym przypadku nie za-
obserwowano statystycznie istotnego zwigzku pomiedzy tymi zmienny-
mi: p = 0,554 dla sztucznej grafiki p = 0,359 dla prawdziwej (a = 0,05). Jak
wynika z tabeli 3, przedstawiajacej Srednig rozpoznawalnosci fotografii,
najtrudniejszg kategorig w identyfikacji byly twarze, najlatwiejszymi - sa-
mochody i budynki.

Tabela 3. Srednia rozpoznawalnosci wedtug kategorii zdjecia

Twarze

0,43

Kategoria samochody

0,92

budynki
0,83

Koty
0,61

% rozpoznawalnosci

Zrédlo: opracowanie wlasne.

Kolejnym etapem (weryfikacyjnym), po wyswietleniu kolorowych ob-
razdéw, bylo zaprezentowanie uczestnikom czarno-bialych miniatur tych sa-
mych grafik z pytaniami, ktére mialy na celu zrozumienie przyczyn wyboru.
Oceniano, czy uczestnicy byli w stanie skutecznie zapamietac swoje wcze-
$niejsze odpowiedzi. Mimo ze z pozoru wydawalo sie, ze 11 réznych obra-
z6w moze by¢ zbyt duzym zbiorem aby weryfikacja byta adekwatna, okazato
sie, ze respondenci w wiekszosci zapamietali swoje odpowiedzi. Blad po-
pelniono jedynie 37 na 315 razy (12%). Obejmowal on przypadki udzielenia
innej odpowiedzi niz za pierwszym razem oraz sytuacje, gdy uczestnicy sko-
mentowali, Ze nie pamietajg swojej wczedniejszej oceny. W tej czesci ba-
dania z 33 uczestnikdw, 28 oddalo poprawnie wypelnione kwestionariusze.

Jesli chodzi o realne fotografie, to podczas weryfikacji wszystkie 3
zostaly w wiekszosci rozpoznane poprawnie, co w arkuszu kodowano jako
Lt-t”. Jako najczestsze powody takiej oceny, respondenci podawali m.in.:
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4

«  Dla twarzy: ,ostre szczegdly”; ,detale, gra swiatel”; ,oczy ludzkie”;

,ceranaturalna o strukturze”; ,widaé dobrze cienie, niedoskonatosci”.

+ Dla kota: ,tlo naturalne, sier§¢”; ,normalne zdjecie, sg niedoskona-
losci”; ,nie widzialem nic nienaturalnego”; ,sceneria wokoto, bardzo
naturalne”; ,tto, zbyt duzo elementdw”.

+  Dlasamochodu: ,kotpak, normalne krawedzie”; ,felga realna”; , odbi-
cia, refleksy realne”; ,swiatlo”; , brak defektéw, gra cieni naturalna”.

Z analizy odpowiedzi w drugiej serii dotyczacych zdjeé wygenero-
wanych przez SI (kodowane jako ,f-f”), najczesciej poprawnie oceniano
grafiki przedstawiajace samochody - obie w ok. 89%. Jako powdd wyboru
wskazywano wyglad tablicy rejestracyjnej, logotypu, tta (linie budynku,
trybun, proporcje) oraz brak kierowcy w ruchomym pojezdzie.

Niewiele mniej, bo ok. 82% poprawnych odpowiedzi plus ok. 7% przy-
padkéw, gdzie F zmieniono na T oraz ok. 4% F przy ocenie czarno-bialej
grafiki, otrzymaly ilustracje budynkéw. Respondenci komentowali rozma-
zane, nieréwne kontury, grafiki wygladajace jak tapety stworzone w edy-
torach graficznych oraz nienaturalne cienie i roslinnos¢é.

T[ustracje kotéw wygenerowane przez SI uzyskaly ok. 46% i ok. 43%
poprawnych odpowiedzi, a w obu przypadkach az po ok. 28% oséb oce-
nito wersje czarno-bialg poprawnie, po blednej ocenie wersji kolorowe;j.
Jako powody podawano niesymetryczne oczy, unoszqce si¢ tapy, zbyt ide-
alng siers$¢ oraz tto. Niektdrzy zwracali uwage na niepewnosé, gdyz czesdé
elementéw wygladala naturalnie, a czes¢ nie, a takze na mozliwos¢ zasto-
sowania filtréw.

Najgorzej wypadly zdjecia twarzy generowane przez SI (tab. 3).
Pierwsze zdjecie otrzymato 25% ocen poprawnych (,f-f”), ktére wzrosly do
32% po pokazaniu wersji czarno-biatej. Drugie zdjecie miato ok. 21% po-
prawnych ocen, wzrastajgcych do ok. 29% po drugiej ocenie. Z komentarzy
wynika, ze cechy uznawane przez niektérych za dowdd prawdziwosci, dla
innych byly sygnalem twérczosci SI.

Respondenci, ktérzy oznaczyli grafiki jako T, komentowali, ze zrobili
to m.in. ze wzgledu na: ,ilos¢ szczegdtéw”; ,,niedoskonate”; ,nie jest ide-
alny”; ,zeby nieréwne”; ,zadnych znieksztalcen”; ,wyrazne detale, swiatlo
naturalne”; i ,zmarszczki, niedoskonalosci”. Podobne cechy wskazywaty
osoby, ktdre oznaczyly zdjecia jako F. Byly to m.in. takie komentarze jak:
,Co$ nie pasuje z oczami, usta”; ,cera, odbicie swiatla w oczach”; ,zeby,
oczy”; ,Zrenice”; ,prawa strona wlosy po prawej stronie, koricéwki ze-
béw”; , kolczyki”. Co ciekawe, w kilku przypadkach poprawnej odpowiedzi
udzielonej na temat zdjecia czarno-bialego, tres¢ komentarzy powtarzala
sie, np.: ,,oczy zbyt idealne”; ,,odbicie swiatla, kolczyki, brwi nieregularne -
kobieta sobie na to nie pozwoli”; ,refleksy w oczach nie sg prawdziwe”.

4
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Z analizy udzielonych odpowiedzi na etapie weryfikacji wynika, ze
najwiecej bledéw respondenci popetnili przy ocenie obu zdjeé twarzy wy-
generowanych przez SI - kolejno 25% i ok. 21%. Jesli chodzi o komentarze,
to pojawily sie m.in. takie jak: ,co$ nie pasuje z oczami, usta, kolczyki”;
,zeby”; krzywa lewa Zrenica, zarys ust”; ,prawa strona, wlosy po prawej
stronie, koficéwki zebéw”; ,cera, odbicie swiatlta w oczach”; ,Zrenice”.

Percepcja wizualna

Sciezki wzroku dobrze ilustruja sposéb, w jaki poszukiwano artefaktéw na
zdjeciach wyswietlanych przez 5 sekund. Poniewaz skanowanie wzrokiem
zazwyczaj obejmowalo calg powierzchnie grafiki, mapa uwagi, dzialajgca
na zasadzie splaszczenia (algorytm Gaussa) réznic pomiedzy danymi po-
miarowymi czasu lub liczby fiksacji w newralgicznych miejscach, powo-
dowala znaczne zredukowanie informacji i nie nadawala sie do wizualnej
analizy percepcji®®. Podstawowe charakterystyki liczbowe ET obliczano
poprzez usrednianie liczby fiksacji na serii slajdéw dla badanych zgrupo-
wanych najpierw wedlug plci, a nastepnie poziomu zaawansowania. Testy
Manna-Whitneya (na skutek nieréwnolicznych grup) nie wykazaly jed-
nak statystycznie istotnych réznic dla ptei (u, = 15,6 i p,, = 12,9, p = 0,175,
a=0,05), jak i poziomu wiedzy (n,=138ip, =135 p=0,675a=0,05 jedng
osobe z wiedzg zaawansowang w celu uproszczenia obliczenl ostatecznie
dolgczono do grupy sredniozaawansowanych).

Ponizej przedstawiono przyklady sciezek wzroku bedacych wizu-
alizacja danych z eye-trackera, ukazujgcych, gdzie i w jakiej kolejnosci
uczestnicy badania kierowali wzrok na ekran. Zaprezentowane przykla-
dy odnoszg sie do calej grupy badawczej i najlepiej ilustrujg strategie po-
szukiwawczo-analityczne respondentdw. Jak mozna zauwazyc w tabeli 4,
analiza wizualna zdjeé budynkéw zawiera sprawdzenie linii perspektywy,
gléwnych osi konstrukcyjnych (np. pionéw kolumn).

Klucze percepcyjne z etapu weryfikacji sag wyraznie widoczne na
zdjeciach samochoddw (tab. 5). Badani najpierw zwracajg uwage na ele-
menty identyfikujace model auta, takie jak logotyp, reflektory, lusterko
oraz gléwne atrybuty techniczne - kola, klamki, maska. Wyodrebnienie
obszardéw, np. két i maski, oraz analiza statystyk lokalnych pozwolily za-
uwazy¢ réznice w percepcji oséb z wiedzg podstawowsg i zaawansowang.
Pierwsi dluzej skupiajg sie na kotach, drudzy - na masce, gdzie znajdujg
sie kluczowe identyfikatory pojazdu.

8 K. Holmgqvist, M. Nystrom, R. Andersson, R. Dewhurst, H. Jarodzka, J. van de
Weijer, dz. cyt.
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Tabela 4. Sciezki wzroku zdjeé budynkéw (zdjecia wygenerowane przez SI)

Zrédlo: opracowanie wiasne.

Tabela 5. Sciezki wzroku zdjeé¢ samochoddéw (trzecie zdjecie jest realne)

Zrédlo: opracowanie wiasne.
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Zeby udowodni¢, iz réinice percepcji wzrokowej prezentowanych
obrazéw pomiedzy grupami nie sg przypadkowe nalezalo przeprowadzié
test Studenta. Pokazal on, ze rdznice srednich dlugosci trwania fiksacji dla
obu grup sg statystycznie istotne: t(2) = 9,802, p = 0,010, a = 0,05.

Zaobserwowano réwniez, iz kobiety i mezczyzni poswiecajg uwage
w réznym stopniu tym dwdém obszarom. Dlatego przeanalizowano je za
pomocg narzedzia AOI (Area Of Interest). Migracje spojrzen koto-maska
mezczyzn byly stanowczo bardziej intensywne i czestsze niz kobiet. Test
Studenta wykazal statystycznie istotne réznice pomiedzy tymi podgru-
pami na podstawie znormalizowanej liczby fiksacji: ¢(5) = 3,708, p = 0,014,
a=0,05.

Klasyczny wzdr percepcji twarzy zdefiniowany przez A.L. Yarbusa?
jako odwrdcony tréjkat w kontekscie grafik generowanych przez SI wyma-
ga rozszerzenia. Oprdcz oczu, nosa i ust, wzrok badanych zahacza takze
0 uszy, czesto zawierajgce wazne szczegOly - zamiast tréjkgta powstaje
wielokat (tab. 6).

Zauwazono réznice w analizie oczu miedzy uzytkownikami z wiedzg
podstawows a (Srednio-)zaawansowang. Pierwsi réwnomiernie rozklada-
li uwage na oboje oczu, drudzy skupiali sie gléwnie na jednym, zwykle
lewym oku twarzy wygenerowanej. Przy rozpoznawaniu twarzy realnej
badani patrzyli na oboje oczu, niezaleznie od poziomu wiedzy. Mozna
przypuszczad, ze jedno wybrane oko moze dostarczy¢ informacji o real-
nosci obiektu. Statystycznie istotne réznice (potwierdzone testem Studen-
ta) zaobserwowano takzie w sposobie skanowania twarzy przez kobiety
i mezczyzn. Dominujacym kierunkiem analizy twarzy przez mezczyzn byt
dét-géra (usta-czoto-wlosy), czego u kobiet nie zaobserwowano. Srednie
liczby relatywnych migracji wzroku w pionie wyniosty: u, =8,01i p,, = 13,8,
p=0,043, a=0,05.

Podobnie postrzegane sg wizerunki kotéw: uwaga skupia sie na
pyszczku i uszach, a tapy stajg sie waznym wyznacznikiem realizmu, po-
kazujgc posrednio ciezar zwierzecia. Badani zwracajg tez uwage na kra-
wedzie sylwetki, poniewaz w grafice komputerowej najtrudniej wyrende-
rowacd (in. zwizualizowad) siersé, a artefakty najtatwiej dostrzec na granicy
siers¢ - otoczenie. Jesli kot nie zajmuje catego kadru, analizowane jest tez
otoczenie w poszukiwaniu realnych detali, np. wzorkéw na ceracie.

Cho¢ wygenerowane wizerunki kotéw zidentyfikowano poprawnie
w 40%, a prawdziwe zdjecie w 100%, nie zaobserwowano istotnych réznic
w Sciezkach i mapach ET obu grafik. Natomiast wykryto réznice percep-
cyjne miedzy kobietami a mezczyznami. Kobiety wykonywaly mniej fiksa-
¢ji, réwnomiernie roztozonych w réznych obszarach zdjecia, a u mezczyzn

¥ A.L. Yarbus, Eye Movements and Vision, Springer, Boston 1967.
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stwierdzono wiekszy rozrzut liczby fiksacji, potwierdzony testem warian-
¢ji Fishera: p = 0,043, a = 0,05.

Tabela 6. Gazeploty zdjeé twarzy (trzecie zdjecie jest realne)

Zrédlo: opracowanie wiasne.

Podsumowanie

Celem badania byla ocena postrzeganej autentycznosci fotografii gene-
rowanych przez sztuczng inteligencje poprzez ich poréwnanie z rzeczy-
wistymi zdjeciami. Analizie poddano cztery kategorie obiektéw: twarze
ludzkie, koty, samochody oraz budynki. Uczestnicy proszeni byli o ocene
obrazdw pod wzgledem ich realnosci, wskazujac cechy, ktére mialy decy-
dujacy wplyw na ich werdykt.
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Najwiekszy poziom trudnosci odnotowano w przypadku kategorii
twarze”. Przy ocenie obrazéw syntetycznych respondenci identyfiko-
wali typowe artefakty, takie jak nieprawidlowosci w obrebie oczu, uszu
czy uzebienia. W odniesieniu do fotografii rzeczywistych wiekszos¢ ba-
danych dokonywata trafnej oceny, wskazujgc na obecnosé szczegdiow,
naturalne oswietlenie oraz widoczne niedoskonatosci jako wskazniki au-
tentycznosci.

Tabela 7. Gazeploty zdjeé kotéw (trzecie zdjecie jest realne)

Zrédlo: opracowanie wilasne.

W drugiej pod wzgledem trudnosci kategorii - kotdw - wiekszosc
respondentéw poprawnie ocenita prawdziwe zdjecie, wskazujgc naturalne
tlo i siers¢ jako wazne cechy. Niektérzy zwracali uwage na niesymetryczne
oczy i pozycje tap, sugerujace nieprawdziwosc. Oceniajgc ilustracje SI ko-
tow, zauwazono trudnosci - choc cze$é respondentéw poprawnie je iden-
tyfikowala jako sztuczne, az 8 oséb ocenito poprawnie wersje czarno-biala
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po btednej ocenie kolorowej. Najczestsze powody oceny to niesymetrycz-
ne oczy, tapy ,unoszgce sie w powietrzu”, zbyt idealna sier§¢ oraz nienatu-
ralne tlo. Niektérzy wyrazali niepewnos¢, zauwazajac, ze niektére elemen-
ty wygladaly naturalnie, inne sztucznie, a takze, ze mogly by¢ uzyte filtry,
wplywajgce na ocene.

Analiza grafik samochodéw (tab. 5) pokazuje, ze najczesciej byty po-
prawnie rozpoznawane. Wskazywano na wyglad tablic rejestracyjnych,
logotypy, tlo (linie budynkdéw, trybuny), proporcje samochodu oraz brak
kierowcy w ruchu. Respondenci mieli tez niewielkie problemy z oceng
grafik budynkdéw. W przypadku zdjeé SI zwracano uwage na rozmazane,
nieréwne kontury sugerujace nienaturalnosé¢ i uzycie filtréw. Grafiki cze-
sto wygladaly jak malowane, a cienie i roslinnos¢ byly sztuczne.

Réznice w postrzeganiu obrazdw przez rézne grupy badanych wykry-
to za pomocg ET. Uzytkownicy (Srednio-)zaawansowani skupiali uwage na
specjalistycznym szczegdle - ,kluczu” (np. jednym oku), co zwykle wystar-
czalo do pewnej oceny. Trzy miary ET zwiazane z fiksacjami (czas trwania)
i sakkadami (Srednia predkosé, dtugosé potgczen) pozwolity wykry¢ istotng
statystycznie interakcje miedzy percepcjg bodzcéw a poziomem wiedzy
(jedng osobe z zaawansowang wiedzg przypisano do sredniozaawansowa-
nych dla uproszczenia) - zob. tabela 8.

Tabela 8. Statystycznie istotna zaleznos¢ miedzy bodzcem (slajdem) a poziomem
wiedzy badanych

Miara ET SS DF1 | DF2 MS F p
Dtlugosé polaczend miedzy fiksacjami |76183149| 10 | 320 |7618315 | 3,103 | 0,000
Srednia predkos¢ sakkad 50,19 10 | 320 | 5,019 |1,964 | 0,037
Sredni czas trwania fiksacji 603581,2| 10 | 320 |60358,12| 2,013 | 0,032

Zrédto: opracowanie wiasne.

Tabela 9. Statystycznie istotny wplyw plci na strategie percepcji

Miara ET SS DF1|DF2 MS F p

Dlugo$é polaczeri miedzy
fiksacjami

Predkos¢ trajektorii spojrzenia 767805,134| 10 | 320 [76780,513| 3,140 (0,001

76183149 | 10 | 320 | 7618315 |3,114823(0,001

Zrédlo: opracowanie wlasne.

Zaawansowani przegladali slajdy szybciej, wykonujac krétsze przej-
$cia miedzy fiksacjami - ,wiedzg, jak patrzed”. Mezczyzni, w odréznie-
niu od kobiet, rozkladali uwage mniej réwnomiernie. Miary ET, takie jak
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predkos¢é spojrzenia i dlugosé sakkad, rdznily sie statystycznie istotnie
miedzy plciami (tab. 9). Jesli w procesie sprawdzania rdznic pomiedzy gru-
pami badanymi dysponujemy wiecej niz jedng zmienng, to mozna zasto-
sowad wielowymiarowsg analize wariancji - Manova. Wyniki testu zapre-
zentowane sg w tab. 8-9.

Dla procesu percepcji twarzy zaobserwowano tendencje do wer-
tykalnego skanowania: usta-oczy-wlosy. Pelne rozpoznanie zdjecia rze-
czywistego nie wigzato sie z nietypowymi zachowaniami percepcyjnymi.
Najwiecej trudnosci sprawialy obrazy kotéw, prawdopodobnie z powodu
perfekcyjnej siersci (,,F”) i silnych reakcji emocjonalnych. Autorzy postu-
luja, by fotografie kotéw traktowac jako osobny temat badan.

Konkluzje i dyskusja

Whnioskiem z analizy jest, ze zdolnos¢ rozpoznawania obrazéw generowa-
nych przez SI w duzej mierze zalezala od rodzaju obiektu. Grafiki samo-
choddw byly najczesciej poprawnie oceniane, podczas gdy twarze ludzkie
najczes$ciej blednie, co wskazuje na trudnosci SI w wiarygodnym odwzoro-
waniu cech ludzkich. Obrazy czarno-biatle mogly wplywac na poprawnosc
oceny, sugerujgc, ze pewne cechy latwiej rozpoznaé przy podkreslonym
kontrascie czy uwydatnieniu detali.

Z ankiety i sondazu wynikalo, ze respondenci oceniali m.in. realizm
obiektéw i scenerii, spéjnos¢ szczegdtéw wzgledem otoczenia, harmonie
i asymetrie. Osoby z wiedzg zaawansowang w grafice generatywnej poszu-
kiwaly artefaktéw typowych dla algorytméw GAN. Mimo to zdarzaly sie
nadinterpretacje: cechy uwazane przez jednych za dowdd autentycznosci,
dla innych wskazywaly na generacje SI. Takie zachowania sg typowe dla
eksperymentéw rozpoznawania obrazéw SI®. Mozna przypuszczad, ze to-
warzyszy temu nadmierna podejrzliwosé, zwlaszcza gdy uzytkownicy nie
poszerzaja praktycznej wiedzy o mozliwosciach SI, ktdre sie ciagle rozwi-
jaja. W zwigzku z tym dalsze badania i edukacja w zakresie wykrywania
manipulacji cyfrowych sg kluczowe dla radzenia sobie z wyzwaniami ge-
nerowania obrazdw przez SI.

Strategia poszukiwania ,wpadek SI” analizowana przez ET pokrywa-
la sie z gtéwnymi obserwacjami z sondazu. Wzmocniona uwaga dotyczyta
kluczowych elementéw, takich jak rysy twarzy, pyszczki kotéw, logotypy
samochodéw czy linie budynkdéw, a nastepnie otoczenia. ET nie ujawnit
subtelnych strategii kognitywnych, jak poréwnywanie ostrosci plandw czy
analiza symetrii, ktére zaawansowani respondenci stosowali automatycz-
nie. Natomiast metryki ET i testy statystyczne pozwolily wykryé rdznice

2 M.L. Moshel, A.K. Robinson, T.A. Carlson, T. Grootswagers, dz. cyt.,
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w percepcji mezczyzn i kobiet oraz os6b o réznym poziomie wiedzy. An-
kieta weryfikacyjna okazala sie pomocna w badaniu mechanizmdéw rozpo-
znawalnosci zdjeé generatywnych.

Warto podkreslié, ze analiza nie wykazala istotnych réznic statystycz-
nych miedzy plciami i poziomem wiedzy w rozpoznawaniu autentycznosci
obrazéw. Konieczne jest jednak powtdrzenie eksperymentu na zréznico-
wanych grupach wiekowych, plciowych oraz o réznym poziomie zaawan-
sowania w kontekscie praktycznego uzycia SI. Nowym celem badawczym
mogloby by¢ zrozumienie, jak réznorodnosc grupy ksztaltuje wyniki iden-
tyfikacji obrazdéw.

Istotne jest takze unikanie nadinterpretacji cech mogacych swiad-
czy¢ o autentycznosci lub sztucznosci. Przy ocenie obrazéw trzeba zacho-
wacé krytyczne, analityczne podejscie, poniewaz istnieje ryzyko blednej
identyfikacji. Uzytkownicy powinni by¢ §wiadomi, ze percepcja obrazéw
generowanych przez SI rézni sie indywidualnie, np. w zaleznosci od plci,
doswiadczenia czy wiedzy. To sugeruje odmienne tendencje w rozpozna-
waniu autentycznosci w réznych grupach demograficznych. W miare roz-
woju SI kluczowe jest, aby uzytkownicy regularnie aktualizowali wiedze
o nowych metodach wykrywania i oceny obrazéw generowanych przez
sztuczng inteligencje, co zwiekszy trafnos¢ ocen?..

Ograniczenia

Pierwszym ograniczeniem badania byla niewielka liczba uczestnikdw,
co moglo wptywacd na jakos¢ diagnozy regresji. Jednak préba 30 oséb jest
uznawana za wystarczajgcg w badaniach ET prowadzonych w psychologii
eksperymentalnej i poznawczej*.

Uczestnicy tworzyli jednorodng grupe etniczng i byli gtéwnie mto-
dzi. Biorgc pod uwage rosngcg popularnos¢ produktéw opartych na sie-
ciach GAN wsrdéd miodych uzytkownikéw (czesé autordw prowadzi zaje-
cia z projektowania graficznego i interakcji czlowiek-komputer), badanie
moze przyczynic sie do weryfikacji metod oraz wskazania nowych proble-
mdéw w komunikacji i edukacji zwigzanej z SI.

Kolejnym ograniczeniem byl stosunkowo ograniczony i stabo ska-
tegoryzowany zestaw obrazéw. Warunki ekspozycji bodzcéw moglyby
by¢ bardziej zaawansowane, a jednocze$nie dostosowane do mozliwosci

2 J. van Hees i inn., Human perception of art in the age of artificial intelligence,
,Frontiers in Psychology” 2025, vol. 15, https://doi.org/10.3389/fpsyg.2024.1497469.

2 H.Y.Z. Wang, X. Wang, Expertise differences in cognitive interpreting: A meta-anal-
ysis of eye-tracking studies across four decades, ,Wiley Interdisciplinary Reviews: Cogni-
tive Science” 2024, vol. 15, issue 1, https://doi.org/10.1002/wcs.1667.
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percepcyjnych czltowieka. Autorzy planujg w przysztosci zastosowaé wiek-
szy i bardziej zréznicowany zestaw bodzcdw, aby zapewnié kompleksowe
testowanie uczestnikéw.

Rekomendacje

Na podstawie analizy wynikéw eksperymentu oraz zgromadzonej
wiedzy autorzy formulujg rekomendacje dla uzytkownikéw korcowych
i twdrcéw algorytméw SI w kontekscie rozwoju sztuki generatywnej:

«  Swiadomos¢ uzytkownikéw: kluczowe jest budowanie swiadomosci
dotyczacej typowych btedéw w obrazach generowanych przez SI,
zwlaszcza w odwzorowaniu ludzkich twarzy i drobnych detali. Uzyt-
kownicy powinni rozwija¢ kompetencje w rozpoznawaniu artefaktéw
generatywnych oraz stosowaé metody oceny autentycznosci, takie jak
analiza symetrii i spéjnosci tla z pierwszym planem.

»  Przejrzystos¢ systeméw generatywnych: wazne jest wprowadzenie
mechanizmdw oznaczania tresci generowanych przez SI - np. za po-
mocg tagéw, metadanych czy znakéw wodnych - aby jasno informo-
wacé o wykorzystaniu algorytmdéw w procesie tworzenia lub modyfi-
kacji obrazu.

+  Edukacjaizaangazowanie uzytkownikéw: obok zabezpieczen kluczo-
wy jest komponent edukacyjny, angazujgcy uzytkownikdw w ocene
generowanych tresci. Proponuje sie umozliwienie zgtaszania niena-
turalnych elementéw na obrazach, co wspieraloby dalsze doskonale-
nie narzedzi SI.

+  Dobdr poziomu szczegélowosci: mimo postepdw w sztuce genera-
tywnej wcigz wystepujg problemy z odpowiednim doborem szczegd-
léw. Zaréwno zbyt mata, jak i nadmierna liczba elementdw, zwlaszcza
na drugim i trzecim planie, poteguje nienaturalnos¢ obrazéw.

+  Generowanie elementéw chronionych prawnie: w przypadku obiek-
téw rzeczywistych, takich jak logotypy czy znaki towarowe, pojawia-
ja sie bledy logiczne i odstepstwa. Maskowanie lub rozmycie tych ele-
mentéw dziala podobnie jak anonimizacja, prowadzac do pikselozy
w danych obszarach.

+  Priorytety dla twércdw SI: nalezy skupid sie na poprawie generowa-
nia ludzkich twarzy, gdzie obecne modele majg trudnosci, np. z dol-
nym rzedem zebdéw czy palcami dloni. Wazne jest zwrdcenie uwagi
na detale, ktdre uzytkownicy uznajg za kluczowe, takie jak szczegdty
twarzy, subtelne wzory czy linie architektoniczne.
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Finansowanie

Badania zostaly przeprowadzone w ramach projektu BITSCOPE
o nr 2021/03/Y/ST6/00002 finansowanego przez Narodowe Centrum Nauki
w ramach programu CHIST-ERA IV, ktéry otrzymatl dofinansowanie na
podstawie Umowy Finansowej nr 857925 w ramach Programu finansowa-
nia badan naukowych i innowacji Unii Europejskiej Horyzont 2020.
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Aneks

Zestaw obrazéw wykorzystanych w badaniu (w wersji monochromatycz-
nej). Kategorie tematyczne sa ulozone wierszami: (od géry) architektura,
samochody, twarze, koty. Pierwsze 2 kolumny - to obrazy SI, 3 - zdjecia
realistyczne.

Streszczenie

Teza i cel: W ostatnich latach zauwazalnie wzrést poziom fotorealizmu obrazdw
generowanych przez algorytmy sztucznej inteligencji. Celem artykutu jest oce-
na realizmu tych obrazéw poprzez ich poréwnanie z rzeczywistymi fotografiami
czterech kategorii obiektéw: twarzy ludzkich, kotéw, samochoddw i budynkéw.

Metodologia: Badanie mialo charakter eksperymentalny i zostalo przeprowa-
dzone z wykorzystaniem techniki eye-trackingu, jako eksperyment wspomagany
ankietg oraz testem. Respondenci oceniali autentyczno$é prezentowanych ob-
razéw, a zebrane dane obejmowaly analizy fiksacji, czasu spojrzeri oraz wyniki
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kwestionariuszy uzupetniajacych. Wykorzystano testy statystyczne w celu identy-
fikacji réznic miedzy grupami uczestnikow.

Wyniki: Najtrudniejsze do prawidlowego rozpoznania okazaly sie obrazy przedsta-
wiajace twarze ludzkie, natomiast najtatwiejsze - samochody i budynki. Analiza
wzorcéw spojrzend ujawnila réznice zalezne od plci i poziomu wiedzy responden-
téw. Osoby posiadajace wieksze doswiadczenie w grafice generatywnej czesciej
koncentrowaly sie na artefaktach typowych dla obrazéw tworzonych przez sztucz-
ng inteligencje .

Whioski: Percepcja realizmu obrazdéw generowanych przez sztuczng inteligencje
jest zalezna od doswiadczenia odbiorcy oraz rodzaju przedstawionego obiektu.
Wyniki badania wskazujg na potrzebe dalszej eksploracji proceséw poznawczych
towarzyszacych ocenie autentyczno$ci obrazéw oraz formulujg rekomendacje
dla twércdw i uzytkownikéw algorytmdéw generatywnych w kontekscie rozwoju
wspélczesnej sztuki wizualnej.

Stowa kluczowe: obrazy SI, grafiki GAN, eye tracking, okulografia, percepcja wi-
zualna, chat GPT

Perception of artificially generated images:
Towards understanding the viewer

Abstract

Thesis and Aim: In recent years, the level of photorealism in images generated
by artificial intelligence algorithms has increased significantly. This article aims
to assess the realism of such images by comparing them with real photographs
across four categories of objects: human faces, cats, cars, and buildings.
Methodology: The study had an experimental character and was conducted using
an eye-tracking technique, supported by a questionnaire and a test. Participants
evaluated the authenticity of presented images, while collected data included fix-
ation analyses, gaze durations, and complementary questionnaire results. Statisti-
cal tests were used to identify differences between participant groups.

Results: Human faces proved to be the most challenging category to distinguish
correctly, whereas cars and buildings were the easiest. Analysis of gaze patterns
revealed variations related to participants” gender and level of expertise. Individu-
als with greater experience in generative graphics focused more often on artifacts
typical of Al-generated imagery.

Conclusions: The perception of realism in Al-generated images depends on the
viewer’s experience and the type of object being depicted. The findings under-
score the need for further investigation into the cognitive processes involved in
evaluating image authenticity and offer recommendations for creators and users
of generative algorithms in the context of contemporary visual art development.

Keywords: Al images, GAN graphics, eye tracking, visual perception, chat GPT



